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uring system realisation, all involved

parties do their utmost best to deliver

a correctly functioning and propetly

documented safety system. This means
the use of well proven state of the art [atest
technology, all safety integrated functions (SIFs)
calculated and validated, and all loops checked. But
is the overall validation [step 13 of the IEC61508
lifecycle) carried out in sufficient detail? What
happens after two or three years? Are the safety
integrity levels (SIL) of the plant still OK?

What if one locks at network security aspects;
can they represent a threat to a carefully engineered
safety system and render it unsafe?

This article will show how apparently carefully
considered safety procedures can be undermined,
leaving process plants vulnerable to attack ina
number of ways. By presenting the situation from the
viewpoints of a plant owner and a hypothetical
hacker, the authors show how safety and security
can no longer be considered as separate issues.

For any precess plant during the operational
phase of the safety lifecycle, there are multiple
things that need to be done to maintain the safety
integrity levels of the installation. A plant owner may
be under the impression that all is taken care of and
the correct procedures have been carried out to
keep the plant compliant with the I1EC standards. A
‘hacker’, however, sees opportunities to create
dangerous process situations by using any gap they
can find inthe plant’s network security.
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If one cansiders the safety lifecycle accarding to the
second edition of IEC&1508, then one can say that until step
12 (overall safety validation) all is done to deliver a project
that operates in the best possible way. The $IFs are designed,
every SIF will get a safety integrity level (SIL); and during
engineering it must be proved that the hardware |s compliant
in terms of the average probability of a failure on demand
(FFDavg) and tolerance of hardware faults (HFT). In addition,
the engineering should be performed in such a manner that
the systematic safety integrity is also compliant with the
required 5IL.

For this last item, companies typically have functional
safety management systems that cover areas such as
competence, procedures, templates, testing and reviewing.
Engineering is reviewed; what is built is internally tested and
carrected where required; and then the end user does a
factory acceptance test, corrections are carried aut, and the
custorner signs a certificate for acceptance.

It might now be considered that after site acceptance and
commissioning the best possible situation has been attained,
The safety systemn is 100% documented and ready for
operatian. All procedures and documentation are in place
and ‘as built’. After averall site validatian, the end user may
start praduction,

However, functional safety, as specified in the IEC61508
and IECGIST standards, only considers dangerous situations
from the viewpaint of the process itself: i.e. when the process
runs out of control. What it does not consider are deliberate
attacks such as sabotage, hacking and terrorism!

During the operational phase, it is more difficult to
maintain full campliance with the standards because of
fartars such as preduction pressure, forecasts and penalty
clauses in contracts, so that sometimes safety is
compromised to keep production promises. People that have
to make changes in the safety system also suffer from these
pressures, and tend to be prone to human error. Production
takes priority: a failure during implementation of an online
change can result in a shutdown, resulting in more stress.
Paperwork may be prepared, but sometimes a prepared
change has ta be modified on the spot. and the paper
updates can then be forgotten.

Figure 1is a diagram in which the five key elements that
ara generally regarded as necessary for full IEC61508 7/1ECE15T]
compliance are represented as coloured segments of a 3D
*ball' diagram. Only if 3l five pieces of the diagram are in
place will the ball roll smoathly and full cempliance be
achieved during the operaticnal phase. These five elements
are:

B Competence: Everybody invalved in the safety lifecycle
must be proven competent.
B Auditable trail: The auditable trail must be obvious.
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B Modifications: To be carried out with impact analysis and
must be well documented and tested.

B haintenance: Ta be done properky, in time and well
dacumented and (if applicable) tested.

B Proof testing: To be implemented within the agreed
proof test interval (PT1), and to be well dacumented,
Preof test results must be analysed and compared with
previcus proof tests,

Competence in the standards
With the second edition of IEC61508, the competence of all
involved in the safety lifecycle of a project has changed from
informative to normative, and must be clearly specified (by
the management}, written down in procedures, documentad,
proven and menitored. Company managements should be
aware of the potential dangers in their process environment
as a soclal responsibility, and internal safety training. for
personnel at all levels fram engineering to site service, must
be carried out with the long term in mind. At Yokogawa, for
example, all safety training has a validity of three years, and
now has to be completed with an assessment to prove that
the engineer really has understood what they are being tald.

Mow let us look at the situation of competence in the
standards from the hacker's point of view, In particular, one
must eonsider ‘sacial engineering’, which can be defined as
the art of interpasing oneself as a different person in order ta
obrain infarmation. To do this, ne techrical skills are needed:
the skills required are mare on a communication level,

Reconnaissance: The first step in any hack is
reconnaissance; i.e. the hacker tries to get information to find
out what the best way to attack Is.

In secial engineering. the hacker tries to find the names
and functions of key people In arder to find the best way to
enter the plant. Google is a very helpful tool in this: it will
provide much infarmation in this first step. Using Google, the
hacker can, for example, first [sok for members of the fire
hghting department, and can then find more information
about these people using social media.

For the purposes of this article, assume that the hacker
has found Mr, Smith, who is the head of the fire fighting
department. In order to enter the plant, the hacker will need
to look like a fire Aghter. Using internet retail sites, the hacker
can procure real fire fighting gear, He also needs an 1D ta
prove himself as a fire fighter; on the internet he can find
many examples of companies who will make these IDs.

For the final step, the hacker travels to the plant wearing
the fire fighting gear, shows the fake 1D and says that he is
here to do an unscheduled fire inspection. He will show a
faked signed letter from Mr. Smith proving that he is allowed
to da this and will ask somebody to show him arcund the
plant.



Figure 2. Five additional elements need to be added to the diagram shown in Figure 1 to create a commplete

security model.

The hacker will then wait for a brief moment when he is
unaccompanied, and will insert a U3B stick into a computer
that will install a back deor” which will grant remote access to
the plant.

%o there goes the diagram part for competency.

Auditable trail

Typically, a company’s quality and F5M system forces
companies to provide an auditable trail from the start of the
project to the end, ensuring that all engineering reviews,
internal testing, acceptance testing and site testing evidence Is
kept, along with maintenance and proof test records. But what
really happens after handaver to site? Will the maintenance of
the trail get forgotten?

Who can follow the auditable trail of the plant’s safety
system? Can a technician wha is known to work on, for
example, the ESD system show his manager the 3IL
classification of the system, the HAZOF report, maybe the SIL
caleulations?

In the control room, the operators might be looking at the
process, It is very likely that they know which parts on the
screen are connected to the safety system. But do they know
the safety functions?

In this context, hackers define a hack in five steps to
achieve their aim:

B Reconnaissance: Gather information about the system.

B Scanning: Scan the system for vulnerabilities,

B (Gaining access: If a vulnerahility is found, exploit it and get
access to the system.

B fdaintaining access: If the hacker is inside, he might be
detected and disconnected, so now he has to take
measures to maintain access,

B Covering tracks: After the hack, the hacker deletes every
log and every trace so that nobody ever knows the system
has been hacked.

Mow the diagram part for the auditable trail has been lost.

Maintenance
In the process industries, there are two types of maintenance:
scheduled maintenance and corrective maintenance.
Scheduled maintenance is maintenance that has to be
dane on a regular basis; otherwise known problems arise that
prevent certain safety functions from working. This kind of
maintenance can be regarded as preventive, and can be
scheduled in such a way that production can be maintained.
For this to happen, the installation has to be equipped with
extra devices to make sure that the work can be carried out
safely. The sections that require maintenance must be
campletely isclated from the process, emptied. purged and so
on. For scheduled maintenance the paperwork can be
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prepared in advance; risk analysis can be done; procedures can
be prepared; work orders and instructions can be prepared:
and permits to work can be requested. With scheduled
rmaintenance there is time ta properly prepare the weork.

Corrective maintenance is maintenance that is carried out
an an interrupt basis. Diagnostics or tests show that sormething
is not working properly anymore, and replacement./repair/
maintenance is needed to carrect this. Unlike scheduled
maintenance, there is pressure from the operations and
production departments to correct the situation, Procedures
and permits are written with more time pressure: hence there
is a greater chance of overlooking things and introducing
human errar. The weork itself is also needed more urgently.

What is impartant is that, as previously mentioned, the
people are competent, an auditable trail is kept, and an impact
analysis is carried out.

The hacker's respanse to the maintenance scenario is,
assuming that the plant security is not OK, to remotely attack
the plant and gain control aver the DCS. By using, for example,
rerate desktop protocel (RDP), a standard Microsoft tool, the
hacker can gain full control of the keybeard, mouse and
manitor from anywhere on the planet, and can activate an
malntenance override switch (MOS) from the safety system.
He will, of course, need a master MOS key before he can do
this, but in many cases this key Is already enabled. Once the
MO is set, the hacker can trigger an action on the DCS that
may result in an unsafe situation.

And yet another part of the diagram is gone . . .

Trips and failures

Flants will inevitably encounter trips, false trips or occasional
system Failures, but what is the procedure when they happen?
Are they all registered, or does the user register even maore?
Are trips and failures studied properly? It may be, for example,
that a certain safety loop trips more than expected during
hazardous operation; in other words, the demand rate is
higher than expected.

Proof testing

Procf testing is something that every user knows they have to
do, probably during a planned shutdown. But does It need 1o
happen every year, and can anyone prave it? Can the plant
really be tested pipe to pipe: what needs 1o be simularad;
does the user write dewn what is simulated?

50 managers really sometimes need to act as the devil's
advocate; people may not like what is asked for in the first
place, but everyone has a responsibility. This responsibility
should be emphasised by the management,

MNow consider the hacker response to the proof testing
scenario, Assume again that the security is not OK, so that the



hacker can again remotely access the plant. Proof testing
information can be deleted or, even worse, fake proof test
evidence can be generated which may result in an unsafe
situation.

Whichever is the case, another diagram part bites the
dust.

Modifications

If a modification needs to be done on a plant that is in the

operational phase of the safety lifecycle, the following

needs to be considered:

B ‘Where does the request from the madification come
from: operations, process, maintenance?

B s the modification approved by the appropriate
level~departrnent in the organisation, and wha did it?

B Has an impact analysis of the madification been done?
wWhao did it, what was considered, and where is it
documentad?

B s site testing done; who did it; is it documented? YWas it
possible to perform a complete {pipe to pipe) test of
the changed safety function?

M s there evidence of the full trail above, including an
audltable trail?

Maow consider the hacker response to modifications,
Again, assuming that the netwaork security on the plant is
suspect, the hacker gets into the asset management system.

hast plants have an asset management system to
monitor the status of transmitters and make changes by
using a communicaticons protecol such as HART.

The hacker again installs a key logger under Microsoft.
He then waits for a privileged engineer ta log in. The asset
managernent password is acquired, providing full access to
the hacker, who then searches for a pressure transmitter
that is cannected to the safety system.

A pressure transmitter is located whose current range is
0 - 10 bar, The pressure transmitter will convert this to
4 - 20 ma, and the safety system will convert this internally
back to @ - 10 bar,

MNow assume that this transmitter is on a vessel that will
explode at 15 bar, with a high pressure trip at 9 bar [14.4 mAj,
even though the safety system will accept any value in the
4 - 20 md range.

The hacker now remotely changes the pressure range af
the transmitter te O - 30 bar. Usually, safety transmitters
have a write protection switch, but they are often not
activated because of the inconveniznce caused.

The hacker can now switch the DCS contraller to
manual operation, and set the contraller to maximum
burmer power. The pressure will rise in the furnace vessel,
but the high pressure trip level at 14.4 mA will now never be
reached. With the new range [0 - 30 bar}, the furnace will
explode at 12 mA,

5o, when the security protection is not in place, the
hacker has totally fooled the good working safety system.
The last part of the compliance diagram has gone.

Building solid security

So, despite all the effort put into the safety system as it
comes ta compliance with the IEC&1508 and IEC£15T
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standards. the original five criteria from our diagram have
proved insufficient.

In fact, in order to create an appropriate security madel,
the diagram needs to be augmented with five extra pieces
1o create 10 in all (Figure 2). The new elements are:

B Physical security.
Metwork security.
Host based security.
Disaster recavery.
Lifecycle maintenance.

The Yokogawa security model is based on the 154 99
standard, which covers these areas as follows:

M Physical security: The first layer of protection is to
physically protect access to the PC and the network
equipment. This will imvelve doors with locks, locked
cabinets, keycards etc., but also plant access, proper
security guards, and procedures far authorising access.

B pMetwork security: The second layer is the network
pretection. There should be a properly configured and
well maintained firewall between the process control
retwork and the office netwaork. All unused ports an
network 2quipment should be disabled, and use should
be made of ¥LANs and access control lists.

B Host based security: Host based security is a key part of
security on the actual PCs and servers in the system.
Every PC should have a virus scanner and all the latest
Microsoft security patches provided via the Windows
security update server [W35US]. PCs should all be
hardened, and all unused programs and unused services
should be disabled. Users should pay special attention
to USB ports and other disk drives.

B Good user management should be in place.

Disaster recovery

100% security does not exist. That is why good backup
management is of vital importance. In an emergency, the
user should be able to restore the system to a fully working
condition.

Security lifecycle maintenance
Security without maintenance gives a false sense of security.

It is of vital importance to maintain security. Users can
either adopt a ‘do it yourself’ approach. or ask their DCS
yvendor for a security maintenance contract.

Conclusion

any plant operator that imagines that their safety system is
foolproof needs ta consider their security as much as their
safety. The diagram needs to be shared Into ten pieces
instead of five.

The world can anly turn if one has all pieces of the
diagram in place. Any missing piece will make the waorld
both vulnerable and unable to rotate.

If the reader is a plant owner, manufacturer, 515
integratar or supplier of any eguipment included in any
safety instrurnented function ene needs to cansider all
elements of the diagram.

If the reader is an inspector, look outside the
boundaries: disaster can come from an unexpected angle. i



